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Knowledge of results (KOB) is most treguently cited
as the reinforcer in self-irstructional systems. The printed answer
in a programmed text, for example, is.supposed to reinforce the
response the student emits previous tc observing that answer. Some
other possible reintorcers are briefly discussed in this paper before
the literature cn KOR in self-instruction was selectively reviewed.
The review was organized as a search for evidence that KOE might
appropriately be called a reinforcer. Studies Comparing programs with
and without feedback were examined; the weight of evidence from these
global studies 'vas that feedback did not enhance learning, as
measured by immediate post-test scores cr by .retention tests. In at
least one case there seemea to be a decrement in performance

. traceable to the presentation ct feedback. Studies in which
"schedules of reinforcement" were varied similarly tailed to show
effects that would be expected it KCR were acting as a reinforcer.
One major study involving delay of KOF did report the effect expected
when delivery ct a reinforcer is delayed. Other studies on delay do
nct replicate this finding. Finer grained analyses of student
behavior and KOE begin to reveal specific conditions under which KCE
seems to te acting as a reinforcer. (Author/AMM)
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George L. Geis and Reuben Chapman'

Center for Research on Language and Language Behavior
The University of Michigan
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The knowledge of results literature was reviewed. It

was concluded that printed answers in programmed texts do
not automatically or globally function as reinforcers.
Conditions in which information on one's learning perform-
ance becomes reinforcing were identified for future research.

An important contributor to the technology of ,ducation has been
reinforcement theory, or popularly, "Skinnerian Psychology." Therefore,
discovering, making explicit, and developing reinforce-s in learning
situations might well be a major arez of concern to the technologist.

Though this paper concentrates, in a sense, on the search for rein-
forcers it is recognized that unsystematic contingency setting can, even
with the most powerful reinforcers in hand, result in poor learning.
B. F. Skinner (1968) points cut that "...it is not the reinforcers which
count, so much as their relation to behavior. In improving teaching it
is less important to find new reinforcers than to design better contin-
gencies using those already available." Nevertheless the explication of
available reinforcers seems a necessary step in developing more effective
contingency management in learning.

Special attention should be paid to reinforcement by those engaged
in examining and designin; self - instructional systems. Traditional
reinforcers 'n educaticn are often intimately tied up with the teacher/
classroom system. The teacher is more than an exposer of material;
somet_r_es he mediates reinforcers (e.g., reports activities to the
principal, seats dyads and triads of students in certain places). At

other tines he directly administers the reinforcers (e.g., praises one
student and applies the ruler to the hand of another). The designer
;mho eliminates the teacher from his system is re-oving a reinforcing

who has at leas; the potential for setting up subtle contingencies
and for varying reinforcers with the moment and the student.

Tnis paper briefly discusses some potential reinforcers for self-
instructional systems and then provides a detailed review of the
literatl..fe relevant to one of them: knowledge of results.

Sore Possible Peinforcers

;laser (1965) an empirical approach for determining rein-
forcers: "Reinforcing evenLs oust be determined on the hasis of detailed
analysic of apprenriate subject matter and componen repertoire relaticz-

:p. 7c7:." he proposes .S".;-:.E illustrative leads, starting

ti
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with an application of the Premach principle (Primack, 1959) which
suggests that high robability behaviors can be used to reinforce
behaviors which have a lower probability of occurrence. Glaser cites
one example. In a 1. arning situation "backward chaining" would allow
the student to oe reinforced with the High prohaloility. i.e., first
and better learned behavior ..hen he, emits a previous step in the chain.
Thus, teaching the student Step C it to he a reinforcing event
for emissions of Step C when it is being learne,... 1 vEriety of other
educational applications of the principle have been demonstrated (see,
for example, Osborne, 1960).

Manipulation or demonstrations of mastery or competence have often
been cited as reinforcers or, in other terminology, as strong motives
(see, for exar,l ',,baite, 1959) . Glaser suggests "overt control over
the environment" as a second possible rinforcihg event. Skinner (1968)
has suggested a similar class of conseqcences he considered reinforcing.
"Children play for hours with mechanical toys, paimts, scissors and
paper, noise-makers, Tuzzles--in short, with almost mything which feeds
back significant changes in the invironment and is reasonably free of
aversive properties. The sheer contrdl of nature is itself reinforcing

[p. 201."

Many self-sustaining tasks, such as science learning 'kits or educa-
tional construction tpys, seem to have this feature. Self-instri:ctional

materials might provide the chance to manipulate materials either during
learning or as a corsec.iuence of s;ccessfully completing a learning ,issigni-
ment. Moore and Anderson (1968), cbrotkin (1966) and cthers have lianed
heavily upon the r.inforcing effect of manipillion to sistain the
learner's behavior in their "resonsfve en%,ironments."

Discovery, curiosity and exTlcr,lcion h,t,:c often been ;c,-inte.J

to as reinforcers or motives sear to be similar to tile event, j'..st

discussed. For instance, one cf the sidipi,sej benefits co tbe %isLevery
learning method" is the c;cst.aimed interest and ctivation g,btr-tet
the activity of di covering. (In a:1 bring eiteel hire, the spec.:
and detailed evidence is lackin support cdntentien that a certain
class of events is reinforcing. atti-.pt is H..:bg .0 VClidatt

Clams; this is merely a eatccicg TrroTei ani re:n:crcers
for self-instructional systems.)

SC.f-instructicn nay te narrowly ibterpretLd t. "tca,heriess.
In that case social reinfor'.iers Other than those me2i,ited :y a tecber
night re ccnsidere.:.. For exu-Tie, tbi flabah bevels. bent :bstitute (1964::!

programs tw, learners. A ;c1f-Instruct iob
n'".- c'r,ursi fir t(acHs (O cis, Lt al.. l' 9)

exercises ..hick two teaihtrs ibt-rviewiog cool cthcr,
ch.eckiists in the text. The "i" are an f-Terta: t part if a

recent textboc,. (Ferster a 19ii ree:nire twc stui.7.ts 'cc:Terating

on the exercises. In s'Lic"-, C6Ses it the

generalized reinforcer, pet' Hr_ i Go.. her rd,'n may sustain Ft'.:Lent
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participation in the learning tasks. Furthermore specific reinforcers
supplied by the partner (e.g., "Now you're doing it correctly") may
more precisely control learning. (In descriptions of his partially
self-instructional system., Keller has stressed the reinforcing effects
of peers who act as student "proctors." See Keller, 1967, pp. 17-19.)

Extrinsic reinforcers ranging from the omnipotent M and M candy to
points, tokens, and toys, have been use as reinforcers in many behavior
modification studies and recently have been used in connection with self-
instructional materials (see Berman, 1967; Smith, at al., 1969; Sullivan,
et al., 1967). Systems for reinforcer delivery, more elaborate than
those generally present in a text or kit, are usually required when such
reinforcers are used. Either a human banker or some thiefproof equipment
may be called for.

Progress itself has been proposed as reinforcing: evidence of moving
toward a goal may he sufficient to sustain the learner. Progress is
defined a bit more soecifically by Caber, at al. (1965). "Knowledge
alone of the fact that he is performing correctly may be a less
effective reinforcer for the student than being permitted to engage in
further and lore complex activity....Being able to move on, to get into
and discover the fine details of the subject matter without being incorrect,
frustrated, or punished for being wrong may be the most potent reinforcing
consequence in a program.med instructional sequence [p. 10]." Record

:<'-_'eping and progress plotting is common among behavior modifiers and has
been incorporated into a number L.f self-instructional systems.

Aversive stimulation has not been extensively explored either in the
basic research literature of psychology nor the technology of education.
vet the continuing evidence from everyday living suggests it is a frequent
and powerful controller of human behavior. Some branching programs
incorporate verbal punishers in tL.:_ text. Students who choose incorrectly
on a multiple choice frame ma, be directed to a page which contains a
verbal rebuke. It has been pointed out elsewhere that "...finding a short
cut or an easier way to emit a certain response is also reinforcing for
most learners [Taber, Glaser I Schaefer, 1965, p. 27j." Some experimental
evidence supporting this modern restatement of the Law of Least Effort is
available. he results of one smaU study (Geis & Knapp, 1963) indicate
that avoidance of additional work in a program, i.e., reduction of the
number of frames the student is required to do, can serve as a reinforcer.

Possibly aversive stimulation is involved in the concept of reduction
of tension or uncertainty. :any people (see Berlyne, 1960) have
suggested this as a ma'or variable in tr.E control of human behavior,
especially human learning. A learning situation, it is contended, should
produce a slight rise in tension followed by tension reduction after the
response is emitted. (Seemingly related is the concept of closure or
completion advanced by Gestalt psychclogists. The authors of a large
reading program for c..ildren Smith, 19(40 have informally commented on
the importance cf tuis wavelike, tension profile in self-instruction.
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Presumably they have tried to design tneir programmed materials accordingly.
Less precisely controlling stadeht uncertainty but pronably based upon the
same assumption are those pronis t'o,e notions claim :.ave error

production purposely built into theft in order to "maintain student interest."

The most frequently cited reinforcer in the iiterature on self-
instructional systems, especially programmed instruction, is Knowled,,e

of results (KOR). Almost all pub'.isned proams, as wall as inhumeranle
articles and t.exts cite as one of the rules of programming: "Include the
correct answer in the program in erdoc to reinforce the learner."

The remainder of this paper be devoted to a discussion and review
of the literature cm this, the most popalar, candivate for the rule of
reinforcer in self-instruction.

The phrase "knowledge of res_lts" t,t first g:ance seems self-explanatory

and specific. However, it refers to a F,r,iat variety of environmental cha:.ges

or stimulus presentations ranging, in inrocti.2,:1, tr:m incicatin,4 to the

learner that he is correct to proicing elad.,rato, inforh,ative, corrective
materials when he has made a hista'Ke. Non-verhal" feedhack conse.toeaces

are as ,aried. A stutient mil't disc'. cclI he has assembled a piece

of apparatus by plugging it in and trying it out he right test a formula

he has invented by going intd the lah and the ingredients; he

might observe a computer of patient's vital sighs tefore,

during, and after the treatment he has protesed; night waLJ a r,cdel of

the 'aricige lie has designed L.ispla..,ed cn a cathode ray tube and niadergoing

stress from traffic and win,is. ;,doe o,nstquences are nen-v:ihai

but do not occur "naturally of' tin student's previos

performance. :hese have a:read: '.een uel ticra2 under the

extrinsic reinforiers.

In fact, any consecpaEnce :iscrihinalt to 'idi.rner are regulJrly

related to his previous performar.:,. desii:natid KOP.

wor'ting on a teaching cachine pr,idin.s a rndeh light tire

nal:es a correct response, is getting ft.canaCx. Thy_ child yhd, :d _;pat

he may go to the playgrcund wden He firii.-..es assignmeht is also ia a

feedbaCr, situatior.. Sc. is td.., !c:- gives di- E,i,,,,wer in

Gloss hears the tcacher say, '*dt dcus rime CAL.

different answer suggest:'' is Lde hE.ars incr:asirg

gigelihg frcha peers as he wdr'ss O:1 the lilafb.daro.

hit KOF usually '",ears hr.re. specific than list. .7-C-c i.Lr-

formance ccnsetiuehces L,re, cad

that a d is per-7,i p :ay ta a t. o s ellihg

words correctiv. w.tH rtin!orc:hg a

:t can be used to strengthen a a..:irs; it

tied to :he tas'1 at hand. C. r ih

spelling each word stic__.._ to c,-::kdt rd.
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Permission to play serves the same informative function as the correctly
spelled words but it is also reinforcing "in its or.m right."

A further distinction has to do with the specificity of contingencies.
Usually KOR refers to consequences immediately after each response. It is
often contingent upon approxim,-tion tc d more complex final pkrformance.
Other "reinforcer" are usHdlly coctinge:It upon completion cf a 1 er

task (e.g-, an assignment rather than a frame in a program).

KOK is often a mediating system; a means to an end. The child ,who

is promised permission to play ',11c2:i he has finished the assignment may
also have been told Ce was correct (VflR) after each word or problem.

It is sometimes said that deicg correct or "knowing you are right"
is reinforcing in itself and need not he linked to other reinforcers.
This claim for an autonomlous .,-;tates. of KOR is particularly common among
educators who ate concerned that the use of other ceinforeers either
instead of or in addition to KO' not only weakens the effect of "the joy
of learning for its aw-n sake" but also smacks of inmorality and bribery,
he will not pursue r,eesticns concerning what particular type of reinforcer
KOF may be but will confine ourselves to discovering any evidence that it
is a reinforcer at all.

he will limit the of "KOK" to those cases in which the major
conseuence of t.;.e response is information about the learnerTs own per -
formunco. he are exedini; all of the potential reinforcers dealt wit
earlier in the paper which cl2monstratle reinforcing effects outside
of the task situation.

So far we have run the risk of appearing anti-semantic by using a
variety of terms fntercl.angea;ly: feedback, confirmation, reinforcement
and knowledge. pf results.

Each of these terms has tts drawbacks. Feedback, for exarTle,
s'pggests contirs ceidence and an a.C.justment to the respons2s producing
the feedback; the spLcCc-meter cc an automobile. illustrates feedback
better than a hit of progra-med text. Michael and Maccohv (196l) have
noted tat 'tie t,:rm 'feedback' a, d other related expressionsare, in
a sense, misnomers, as applied to the -,:rccedcres cf the kind used here
(providing answers 6 t.c.gra7m.ed situation) in that the information
is toe samc, from a sl:mulcs point of view, regardless of what response
the suject has 7ace ur:ng prac.tice. In the knowledge-of-results
procedure, as trdit:ccally to practice cf skills, by contrast,
...feedback de pecan '..T.cn the extent and kinds of errors just made in
prnetice. In lot i..stacces, ices provide a basis
citcsr for rE,c:2ir.i7j7-.L. art correcticg e:rors cane in practice ifootncte,

T. " in ..,E ue c_ text cf self-ipstrctichal systems, the word "feed--,

ba ht more apircpriately is t: refer to response cccsecuences
in L ter-based branching .ircgr7s.
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Ccr Lrm,itiol'L", Lh,...L a correct response
precede:. anWerOhSOTYI_net, ihonrn an acre con, in a sen,te, he confirmed,
general usdee indicates a p: no retatten'sdit, hetween response and con
firmation, making the tcorit with "taaily" :Laid "validate.

"Feintorcement" presooposcs H relatioacHir. hetween answer and
response that is hem,' cor.rei LH- parer: c!' this
paper is to explore thc oatsnil:t "7.' CI it the haesentn.tion .7111 ans;cea
continent upon a sent esun:n H. rcinrorcer,

"KOR" Li-7ht etalHe Li nac , the vord "knowledge"
indicate some mental activLL,.. ()I- the Nvort..neless it seems
like the least ambityaelas torn ant H a: oral nsed throamineat.

Es tad He or: thatr .

is a reinforcer anHh)::ntihni.-;
tha t :answe r.

tne nrinted dnswer in a pre4rro-70
ntn:.ect's i,'Itcamc tti

Sipposo that a ntu-vrat-mcd text
which tho re .7. :nn f ton., c.rr, to i tot
T-nat printc.i nne.r..7er uirn t a ss he c,"es
in ceatact- niH 'it, . '1 :7 ,. 1 7.iternat.:e oH hetrag
too artistic ihnit Li. c:e:'L t. [HH , :1,76

: 7.:1, nregran.cted
hh-iteri;ils, ar_ '.t:: it..:, :earawr dies
not al.....7ays loca, at t ;; itned r '.7i. ertoitaii answers then,

rraiist look ani-, end restana,

66:ose the ..ariot7.7

Or an ituccai ho in: au cc.- a t coil. t He
Lei: ye they cr 7. 7 ;" ,21, Tn...., i1C.,

:;7 : ; 'ccc' t tine

t2, t:.eui,::r,'kna-
Lien,: Cat7f:77.-._: .7.

"C' t :1, :':'',0-':r'Ccnri:k.
(Fcr. c: (1r .

; ,.,..; :1

7.7ith 'rt.-, cud: ,a7c.I tn.n. rni): is
p i e i a . t s Lnat : I t

T i r r e f e r a l e s o n -fta,7 s ;Hi : hot' ut I

r' an '11 (Int_
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student who, by observing answers in a program, repeatedly discovers that
his own answers are erroneous and who nevertheless continues to observe
the printed answer might be suspected of masochism.)

This short discussion indicates that the easy phrase "the answers
are reinforcing" ought to be appronche,i, with cauti,n and accepted only
tentatively until a better definition and more evidence are provic.ed.

. Such conservatism will he reinforced by an examination of the relevant
research literature.

Review of the K0R Literature

Xost studies (including those reviewed here) are not directly aimed
at investigating whether or not :Inswers are reinforcers. The question
usually being attacked is a nroader one Does feedback in some way affect
performance during and after self- (programmed) instruction?

Feedback may affect performance, but tecLnically not be a reinforcer,
serving some bther function in learning. Goldbeck and Briggs (1962), for
example, suggest that feedHck "...may provide information concerning the
adequacy of responses mace, may ,:erve as a reinforcement and reward for
responses, may hove a -7.otivating effect 07 performaLce, may be used to
direct the next step ,e taen in the learning program [ID. 184]."

Just as it might he mistakenly identified as a reinforce: when it
was not, KOR could act as a reinforcer for behaviors not being measured
by the experimenter and sD he overlooked. For example, looking at an
answer in a programmed text may ne reinforced by "seeing it." But if

such answer-observing does not lead to better post-test performance (and
post-test performance is being measured in the study), one might
erroneously conclude tat Y.F. doss not function as a reinforcer at all.

In this paper `E,edbaok st%iii.s will is reviewed with an eye to the
more sbe:ific problem,: Is KOb a reinforcer in self- instruction? The

re-:iew is restricted almo=t entirely to self-instructional situations.
It has ,;:ready p,^in:c,j cut that there is a large literature ern KOR
which represents raseart tug pther than prcgra,7r.ed instructional
materials. (For a the reader should consult a recent
ocr7.-,-,rebensive hock ...nett, 19Q) whch (]eals with a great variety of

irvolving feed'-..'k,) "Zhile such research seems occasionally to

libt on a.- a var:able in learning, often the situation differs
From self-in=tr :titn that extra7olat:cn is un!ustif:ed.

Feedback vs. No-l'edback

(;.F ,fnbett ;-..i-irts cut, nsic feedback !s unavoidable;
it zcors as part of t.bE perf-rmnce itself, e.g., hearing your own

vo:alizing, n7 experi-cnter-suppled feedtack.)

Mere is a-tle E t ,at =C7E2 circ',:mstances feedback affects

K_.ever, rege-rd to brogra-med instr,..oti.rn are

e.dat
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Feed.bac,( enhAncr-2..s lec[rn hr n i On of innnsh

of test onietv :rH fe-2(lIrcj: U. ore:gra:no:d -i".." rouiicr

found that feetit:-.ok oh [r: 1:. tnto perford"ante of grade-
school Cos: t..-Istr:d:::11.:11 :or Chnocse hIgh
ar.-xietny girls who had oEoaoo LIro [-nr: -nuo le students
tiho had no feedhack had Iriohr -cst Heorn,... .n-lx:rety Heal es
who had no feedback. (;!:o si eat fc:unl but"..-con tow

and high anxier"; sch-lont [2::020r ! '21,o1[.2

showed, no 5irL,r:1,c.t.:

In studies On: AnrIer[srnh, of al., In A co' system
:,.;as used by a largo grouo.- 0 11-: 'runc d i5igncsis

of r7,:ocard-fal infarct:ion. lenr inrr'..c., art
t'oe crHoHcor tests :and :-.roora--1 [-elf

r:ater :ors Hat n! ::-ook. and
- r'11.='s

one 5:-.i".71i i.ar to tacit trio H: hce-

'While rules alone rro,.'ed to di i.t['here-J
sentences, KoR ;?,-; sudhl ft
did not add to h[: 7" wiCh
rulas, support- the r:Lrle oro,,at:olus

CCC, CCC and V.P. ur, r- .[tr: ciii trar.sfer,
when the ihfcrrdn": d.:"cn ou :,[lant...

A r,:o.-74.pr c: st t I '' ds, dd.

feedl."-"ael r r[ ; hi"

rele-ant. ..bey I: r ::, a

boti, res;:',nse [:. t'a [t ;:[.1

with the 4;1 1

in ext an 0" :t e

stnon :-[ :-. s "r ' r,

for Lt :'[.. This \.[ 'n:Lrs : [.hat
reardinF :toes on[:',. r sr 1hr 1: "-t-:"-r

'tt, :1 [ o[[ost:cI fnr
respo::scr :

'1:0 o: tot: AL.- .-"oc-

0 n:
ins:' .1.i :coo; :

nc,t) 7: I' t'

-h of { :t
scorcs Co.: ) 1.

r :[:!0;
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An oft-cited study by Feldhusen and Birt (1962) used a short program
presented to college students. The authors concluded that the no-confirma-
tion groups did not significantly differ from the confirmation group.

Noore and ,Smith (196L) also reported no differences on the pose-test
between KOR no-KOR gru7)s of colleg: students who used a verson of
the Holland-Skinner psyLhology program. The experimenters tried a
variety of feedback condiciurs (K1h-z. alone, KOR plus pennies, KOP. plus

ligt), none of which seemed to afiect learning significantly, However,
errors within the program were fewer for the KC?, groups.

In an earlier study by the same authors (Xoore & Smith, 1961) a
spelling program for 5th- and 6th -grade children was presented with and
without c..,nfirmation. Again, there Seem to he no difference in ter:-is
of acnievemeht test results between the two treatment groups.

Hough and Reosin (193) also rep.mrted no effect of KOR when it was
used in a 555 -frame collee level prograp- Echoing; a recurrent theme
found in this literature, they state: "The program tsed in this study
has a low error rate. When students that their reap r,e is
right, and thus cress. reinforce themselves, it would seem reasonable
that further confirmation in the frp; of a reinforcement frame would be
re._Hnclant p. 290."

FECk,r (19A4) sc.. a F31'-frn:-..6 tromra- on t'tpe-credit loans with a

all croup of adult learner :-.. non-KnR groups showed
dramatic =,t'n stoes, the :,iffer:n:es e:ween grt'...ps did not prove to be
sign'fioart.

ile finding= which i,-.dicate no effect of feedbac'r' are disconcerting,

c..-c2a more damaginr w.ould he evide:t_ that feedbac's: actually hindered 7er-

f7:7-.ence. SwLts, et al. (1902) retp.rt =nth data. Ss were taught to
Identif.. -""zing a con ter -based

tea:hing e:etersi.:e feedbaci,-. were

Uem.-nstrateU when :n ants cf fecdbat and non-feed'tat* grot:t=

,ertt

hfg-, so 0.. and a

' juni.sr h:gt. tn:

a -,:r,zr,an, w Kt:

cf s:me sett in%-erts.d.

average:"

g ton=istEnt of

-test sl,:ts e n:t

W:thin
ft: n gr

t.

ets:

t.'

grn- tn gas laws w grot.ps

tn otm .vatic:.- grmu7=

c: tick= were: relar
e eg.t.lor program. w:th the

thg j.t.nior hiL.. n:-..pnfirmatien

of e 4 i7 tue program (a
-;7 and ",:eismah, see tel. w%

f7:77. .... =e cf

C: 75 errors werc again hig'n
a relatci

trend ln error
althtt:gh it as:
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high Ss, the post-test di F I rences anizng grbi fls in both high schools
were significant , with the regular F:rflgrAT roup is am i ng the least.

It may also be nbted that the nn-cc nfl rna :ion group generally showed
a more positive attitude toward to program materials.

The results in the li teratu re , then, are con f: icting and puzzling.

A number of design and hterpreLatien problen,s may lie behind some of
the ambiguity. One suggesti(d-, o [ tir relevance stems from a
study by YiacFhers0n, Dees , and DT- h nh 1 ey (1qC9-19!,9) In presenting

the results of the study of s l I leornine the' suggest an interpreta-
tion which has implicat', one both for those theorizing on the effects
of feedbacji and those reviewing or desi gning research in the area.
The authors propose that rho importance and function of KOR varies with
the stage of 'earring. In the initial stages of , they contend,

the directive or informational effect of is impoutant ; after -,"er-

Formance has stabil Hod the "incentive" Hunt ion ot KOR assun,es greater

importance; final ly 'when p re ie ency has reac.ed a high , overt,

formal KOR seems to be of little dees n,ht coca, to he

incomnatib le with the view pre-car:: oiribec by track oaf Twe
and others ; that tics effect of KOR varie= wit) st- redundanc

A second sug;',est ton r n:es it07. hi f f v and tho re In forcing

effect of conf i rmation.

Holland (lfi,p-,5 7odn,, or ta- en :ewin;' to Lznfi r7.at literature

that we dHference 1 et'.cen c nf et ... a ,:b is fzund 'when

prograce with Lou' error h c'..C.,'!" Han': stud ies whith

utilized high err:': r :te -at er-fa s ci to .slow an a.d..0:n tage in the :en-

irma [ion grcun. t'ad0nt= r obT: answers would nzr be

great in such, rran.s . H: rHo n itk-b iffieulty and

relative effectiYens- zi of a nat0re of
the reinforcer in the nr:zzna-. The rc f. r hy

the F tz corret: en-a-0 1:0 := tcic: cat,: be-euse he
was al rea.:y con den t h is r

Dre test :" whet-er a :hdaitu,

tO :resent

cr n- t tredit ihunci s a'. noc0b, A 1.;
ef fe:t of Yar ,

suiggests ,I a E

:ee-l:S C.!' 71

:7E a as a

Ct

E. 7. : r or C.77,1! 1.: .

,c 1,7 ly all
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availble answers. This presents only somewhat of a problem when com-
paring nofeedback with feedback conditions. However, when schedule of
reinforcement is the independent variable, one might well question whether,
for example, "501 answers available" is equivalent to "50% of answers
observed," In short: is the schedule of reinforcement to be defined
formally: in terms of the number of answers available to the S, or
functionally: in terms of the actual number of answers observed?

A second problem concerns the usage of the term "reinforcement."
Traditionally, a schedule of reinforcement refers to the contingency
involving a single operant class (roughly: "one kind of response").
However, studies to be cited here involve "reinforcement" of classes
of different. responses. Thus, a 50% partial schedule does not mean
that one half of th,, emissions of responses in a certain class are
reinforced. Rather, it means that half of the answers were present and
available in the program, In point of fact, if the answers are indeed
rein forcers, each one usually is reinforcing a different response.

By way of preview it might be pointed out that the literature on
schedules of reinforcement in prcgrars resembles in one respect that
reviewed in the previous topic: the findings of different investigators
are in disagreement.

Studies Showini Schedule Effects

In 1965, Hblin (1=0E5') studied a urge group of college students
in a progra=cd rsycLology course. Students were on schedules of rein-
forcer-.ent inclvding no confir7aticn, confirmation, fixed ratio 501,
-:arl-(ble ratio She fol:nd that the 7R 501 and the No- Reinforcement
gruT scored higher or, the criterion test than did those students under
the continuous reinforcene treatment. The author suggests that "omission

the answers ray have -awed the sub ects to lock for confirmation of
their responses =-:cceeding rames :p. 299)." Presumably, this is tied

Tr, better ettendi:: and, conselently, improved learr]ng. Con-

t(e cont:h,_::.:s reinforcement group may not helve engaged in these
baner:cial sear,-I:ng leha-::ors and -.ay have learned little fro'. the frames.
In addition, 1.ulin suggests t.nat the psst-test more closely resembles the

n_-answer prograr so that the reg(..larly reinforced students may have been
nan,dir:,s.pT:cd faced r:ter a continuous reinforcement format in

nrcgrar. itself.

Kr:-.-oltz rs:er (17,t5; that In a low error rate prozra-
res;:nse requests w:t(-,:out answers pr:vide the coos :on for self reinforce-
ment. -,:sing a 1 -.tome pr:gram c.. ed..tatiohal test interpretation, they
f:und that the anf 17J: reinfcrcement gro:.,ps did show a differ-
ence behav=,:r. , The partial re:7for:erent gro._:ps clearly male more
Err:TS the program a7.d i-nre-ate post-test. :ost-test scort-s

EF t:e 7: c: at. and ...._her of response requests

In's. Trne 17:1 response request
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and ;Ionfirmation condition had t' , least frame errors, data similar to
that obtained in the e:hlier study hy Krumboltz and Weisman (1962).
Time to complete te program decreased as response requests and cor'irma-
tions were removed. The authors suggest that the findings of the study
support their hypothesis, though perhaps the measures of "self-roinforre-
ment" are too few to he persuasive.

In a study by Moss and Neidt (1969) the problem was looked at in
the context of informon tHeory: both KOR and amount of certainty were
varied. University and high school students se-ved as Is and a short
(42-frame) adjunct sty1e program in insecticides was used. Decrements
in learning, were found both when items of information were omitted (i.e.,
lower percentage of KiR) and when uncertainty was reduced. The authors
conclude that the effectiveness of KOR is intimately related to the
degree of uncertainty: KOR is useful and important when uncertainty is
hi01.

Studies Showir Schedule Effect

Glaser and Tabei. (1961) investigated the effects of partial "Iein-
forcement" using a symoolic logic program for high school students. None

of the four experimental groups (100; reinforcement, 50% fixed ratio, 50h
variable ratio, and 25% variable rat:o) differed significantly from each
other on the criterion test. The authors suggest t:.:at the reinforcing
effectiveness of feedback pay depend upon the age of Lae student, specific
subject matter, and probability of correct response.

Scharf (1961) used a sypbolic logic program. with high school juniors
and 50% and schedules 100% and fixe:1 schedules of

confirmation. No significant relatic'. hip between scedules
and cost -test errors, progr-;-, errors, tr post -st time tc tocietion.
The only important difference among groups se,eci to be that the 50d
variable schedule Frou-, too",t the 1or.est t.. :h; co:7,1ete the program.

Kruhbolt, and Weisman (10E,.: fond no ..:(fern._ in or:ter on
test scores for variable fixe1 sche,lulesnhr for CU, 337,,

and 1'23% sphea,1s. There ,wee.,
students made fe:;:pr frahe errors n prp.-ra-s

(19t-) used A-1,r -crce hen cc prtgra-.

and 7--cts cf nuh.h,trs, 12.e cr % sigh :ant

fcr

Fosensteck, (1-5) e..'ere'.. f,ceOttk

Cf C1( :zt

fewer prcgrah, e., ..'= ccturrr.:2 c cchU:t:

_sing :..h.-trade Ett..de a:l

s.celules of ,t- lull
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system, The program was chosen For its difficulty, having a predicted
high error rate. The study, therefore, attempted to answer :riticism
of previous studies to the effect that the failure to find differences
due to various schedules of reinforcement was a result of using low error
programs. (As noted earlier, again and again suggestions are made in
the literature that "confirmation at the frame level may have little
effect on student motivation except in situations when the student has
real doubts about his answer as in unusually difficult frames.[Taber,
Glaser, & Schaefer, 1963, p. 92).") In this study no significant
differences were found among post-test, gain, or error scores for the
various groups (100%, 67% VR, 33% Vi,:,, 0%, and "logical confirmation",
this latter group having answers supplied on the terminal frame for
each concept). The only significant difference was found in a sub-group
taught by teaching machine. For that group, the difference in gain
scores between the 100% and the 67% treatments was statistically
significant.

The authors, in their incroducton, state "By and large the con-
clusion suggested by (studies on confirmation) is that either (a) it

is incorrect to regard confirmation in programmed instruction as
equivalent to reinforcement as used in the sub-human context, or (b)
these studies have fa.1ed to meet the necessary conditions that there be
little chance for inter - frame cueing. If the latter conclusion is true,
then varying schedules of confirmation in the form of knowledge of
results should manifest their differential effects where the probability
of error response is high.

"A further possibility...is that the conceptual material found in
most prograrmmes does not lend itself to random partial reinforcement
[p. 13)."

C,11 the basis of their analysis of the literature and the findings
of their studies, the authors severely question the traditional
observation that confirmation is a reincorcer. The results of a later,
more elaborate, study (Pysh, et al., 1969) again q.,-.estion the role of
confirmation as a reinforcer. in that study the authors conclude: "In

sum.mary, it would appear that pivotal ass.mption that programmed
instruction's effectiveness derives from the explicit provision of KR
in the form of a conirmation frame with which the learner compares his
antedating response, requires a reappraisal [p. 62]."

:1eley of Confirmation

Another probe to discover reinforcil F effects of any consequence
involves delaying the proposed reinforcer after a correct response is
emitted. A large literature exists h, thc:;gh not entire:y consistent,
strongly suggests that delaying ...rE7 presentation of 'f',E reinforcing con-

ses'..enze reduces its effect on the behavicr ...pon which it has been m.s.de
This literature has, m:st part, involved infra-human
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Ss (although a fairly large sub-set concerns the behavior of retarded
children). Evidence for delay noticeably affecting the performance
of humans is less solid than evidence of such effects with lower
organisms. (See, for example, Renner, 1964)

Much of the research that seems to De at all relevant to the
issues raised in this paper involves feedback in test situations or
in situations involving, memorization of discrete associations. These
results are not consistent nor always clear. Sometimes immediate
feedback seems to be more effective than does delayed feedback (see,
for example, Sassenrath, et al,, 1968); sometimes delayed feedback
seems more effective, especially when long-term retention is being
measured (see, for example, Sassenrath h Yonge, 1969; Sturges, 1969;
Brackbill, 1964).

Delay produces effects. A few studies are directed specifically
at the programmed instruction situaYcn. Evans, Glaser, and HOM7R (1962)
investigated delay using a program in symbolic logic. Delays in confirma-
tion (ranging from 30 sec. to 5 min.) seemed to have only a little effect
on criterion performance. The authors suggest that when the correct
response is highly probable, the effect of confirmation tray be minimal,
a theme we noted occurring elsewhere in the confirmation literature.

A study by Meyer (196G) involved presenting a 19-lesson program on
Latin prefixes in En,,:_jsh to 8th-grade students. One group had immediate
feedback (answers were available in the text) and another group had de-
layed feedback (no answers were available in the text. The answers for

both groups were "corrected" and returned to the student ho the experimenter
the next day. Students in the delayed feedback group committed more errors
in the program. The author suggets a I.:Ir.:. of pote::tial for self-correction
in the form of the program used by tL4s group. eretiticn of previous
errors by these students, therefore, probably a:co,.nted for their poorer
performance. Comparison of post-test scores for these two groups revealed
a difference in the predicted direction just snort of (p = .06).

The immediate feedback groom scores.

The autbo, concludes: "It wc,s. hyrtesized tat i-.mediate confirmatcm
of correct respcnses and chs:'nfir- cf resr::1-,es w:uld lead

to s.,..perir The -'hesis was tod the iota 7. 691."

Delay ;rod. _es m ::ers7a (1f- a rodif: the

symbolic Iszio pr:gn-c- Evms, f,nt: a

significant interaction effect cf del v rt- fee.1'ac: (i.e., time

response to feet1-ac'.1 ex::sori , am: ';etween

end cf feedbac;7 c. re 7,EX: cn rr.t-ram errors

toot not cm criterIcn scores. 117.-..re werE gra- errors fee",:

tack Belay, no -..-: im the ft_eca:k delay,

lcst-feedback . imp.:rtamtly, delay of c.

i..ifica7.t 7 -poor:. :n criterirn

err:. s:cres. 1:y in t
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Other Kinds of Evidence

A general observation can he 17mde at this point: the evidence is
weak that confirmation is a reinforcer, The results reviewed are at
least inconsistent; if there is a trend it is toward showing no real
reinforcing effect of feedback,

Some 'secondary" generalizations do emerge from the literature,
For example, students with less, or no, opportunity to view answers
commit more errors in the. program. This finding seems explainable
in terms of those in confirmation groups being able to peek at answers
and to correct their errors. When the opportunity to peek is controlled
for, usually there is an increase in errors noted in the confirmation
group, That error or peeking has any effect on learning in terms of
criterion test scores) is not at all clear.

It could be argued thi,.t the reinforcing effect of confirmation is
subtle and chat the experiments cited have not been sensitive enough
to pick up an existing effect in terms of design or the measures of
the dependent variables. Some suggestions have already been made about
confounding or masking variables that ought to be considered. (For

example, the argument has been repeatedly raised that the probability
of correct response interacts with the effect of confirmation, an
hypothesis to be returned to later,)

Organism Variables

Permanent or momentary organism-centered variables (e.g., anxiety,
I.Q., sex, age, achievement motive) might confound experiments in which
other variables are being manipulated. Assuming that the literature
search made in the preparation of this paper was fairly comprehensive,
one would conclude that the only extensive research on such variables
has been conducted by Campeau whose work was reviewed earlier. A major
variable in her research has been anxiety, specifically test anxiety
as measured by the Test Anxiety Scale for Children. The author contends
that accentuating the test-like features of the situation by omitting
answers in the program should adversely affect anxiety Ss. Further -

core, a comparison of high and 1:w anxiety Ss under feedback conditions
should reveal higher achievemen: scores for the high anxiety group
(implying, in the context of this paper, that feedback may be reinforcing,
or at least more reinforcing, to anxios students). The difference found
in Campeau's studies were n t significant for the male Ss. high anxiety
girls did somewhat better, hut not significantly letter, on is
post-tests than did low anxiety girls when both groups had received feed-
lack in the progra,s. high anxiety girls in th2 feedback group showed
dramatically better gain scores cnan those in the no-feedback group.
The evidence is not very clear, however, hat feedback is more reinforcing
to high than to low anxiety students.



Geis S Chapman 16

Though a number of ,7riters (e,g., see Taber, et al., 19o5, p. 170)
suggest that factors such as age, motivation, and I.Q. rily well interact
with feedback, little research has been directly aimed at investigating
such relationships. (Though there is a s,71all literature on student

characteristics and programmed in,truction, see, for exam,,le, Woodruff,
et al., 1965.)

Task Variables

A second set of variables which might effect the status of feedback
involves the task itself: the kind of task (e.g., motor skill learning
as contrasted with verbal discrimination), the degree of interaction of
the parts of the task (e.g., learning rote material in which the components
have little interaction with each other vs. learning concepts which are
related) or task complexity. For example, some pilot work by the authors
(Geis & Chapman, 1970) utilizing a program teaching Russian script (i.e.,
the cyrlllic alphabet) suggests tho,L students are more likely to request
feedback when the task requires production, in this case writing a letter,
than when a discriminon alone is called fur, as when the student is
asked to choose the better of two letters. Yore generally stated: feedback
might be more reinforcing when one is executing a complex motor coordination
than when he is merely recognizing a correct item in a choice situation.
This may be related to the idea that the probability of error interacts
with the reinforcing effect of feedback, since the chance of making some
error is usually increased when a chain of responses is called for, as in
the case of production.

Kinds of Feedback

A third area might be called "'r'ns :7,f feedback." Certain types of
feedback may, in an absolute sense, be mere reinforcing than others, or
may be mote reinforcin under certain conditions. For exarple, given a

two-choice discrimination task in a program fro,-e, the student might be

reinforced by an indication of "correct response", as a light .=:gins; on

after he emits the right answer. Failure to Trodce the "correct" signal
is logically equivalent to 7rod*:,cing an ":ncorreot" signal, in the twc-

choice situation. ("There is sore that feedack for right and
no feedback for wrong' answers is nmt complet v et.uivalent to identifyng
the answer as right - wro.nz. :::wever, genera ,..e feedba:k

for correct res..;tnc ', a '-: exhaust all

possibilities.)

At the other extreme might or a t, m::cr en :earning

to prcnc....nce a FrPno:-. w-rd to fecC:1-a:k

roing. the ctter

nand, a more e !tnz to carti:.,,:lar

dimensions of t'he stdent's res:on%e fa'.1 to meet :_riteria and

providing a correct zom.Tarisom, ms:,el for him. the t:!..e) E highly

reinforcing.
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"Kind of feedback" might also refer to varying contingencies of
the same feedback, i,e., the same information. (Thus, in a study by
Anderson to be discussed later [Anderson, et al 1970], one group
received answers only after they had made an incorrect response while
other students received feedback only after they had made correct
responses.)

Branching programs often provide elaborate and varied response Con
sequences, In examining possible evidence for the reinforcing effects
of various '.minds of KOR it might be appropriate to include the branching
literature. Unfortunately, there seems to be no research specifically
directed to explorations of kinds of branches, number of alternatives
in a branching system, etc., (This seems a fallow area for research.)
The assumption is coolmorl.y made that a branching program, especially a
computer-assisted one, is bound to be superior to a more pedestrain
linear program. In summarizing his review of the area, Holland (1965)
noted no significant advantages had been demonstrated for branching
programs. Two years later Anderson (1967) came to the same conclusion
despite additional research that had been conducted in the intervening
time. There may be .advantages to branching; certain ki.nds of branching
consequences may be reinforcing. But at present there is little evidence
to that effect.

The research literature on kinds of feedback in programmed instruction
is small but interesting.

Kind of feedback affects learning. Krumboltz and Bonawitz (1962)
varied the form of confirmation by using their educational test con-
struction program. The "isolation" approach involved presenting as
feedback the word or phrase that was desired as a response. The "context"
approach presented the confirming response by repeating the relevant part
of the stimulus frame. The ,:xperimenters found no differences on a sub-
test of knowledge of technical terms, but a significant advantage was
found for "context" confirmation on a sub-test of applications of test
construction knowledge. The authors caution that the findings are for
a small group of Ss. Nevertheless, there is a suggestion that kind of
feedback nay interact with the development of certain kinds of terminal
behaviors and not others.

Oilman (196F, has in-:estigated fce effect of varic kinds of feed-
back in a computer-assisted -Irstroctin system, he points out that "if
there were no purpose to feedtatc. other than to T77'..de student with

reinforcement, statements SUCh as fyC-_: are correct' shculd equally

effective as confirmation of a Correct answer l'niversity .:.pper-

classmen were taught 3'0 general science concepts by means of a CA: adj.nct
self- instructional system, using a nultfTle choice format. Various modes
of feedback were used: no feedback; "correct" or "wrong"; feedback of
correct response; feedhab;: appropriate to the student's resT:rse; end a
combination or tr.e three latter modes. Students repeated .te77..7 which were

missed a perfect rum thr:ogh was obtained. The no-feedback group

11,
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and the "correct" or "wrong" group performed less well on the program,

making a significanly greater number of responses and requiring a
greater number of in-erations of the program in order to reach criterion.

On the post-test, the combined feedback group scored significantly higher

than did the others.

These two studies seem to suggest that more elaborate feedback may
be more reinforcing, or at least more effective in some way, in changing

student behavior, flovever, other studies do not support this hypothesis.

Kind of feedback does rot affect learning. XcDonald and Allen (1962)

varied the kind of confirmation in a program which taught a game similar

to chess or checkers. The variations in confirmation included: no response
request and no confirmation; response request wich correct response as

confirmation; response request, .orrect response and an explanation of

correctness or incorrectness as confirmation. The experimenters found n3

differences among grollps on immediate and delayed criterion tests.

Bivens (1984) used a short program in elementary set theory with 89

8th-grade students. Confirmation wa, offered in simple and forms.

The simple form was a presentation cf the explicit desired rE,.;,)onse. The

complex form was an example of a different but similar problem already

solved. All students had the co7,plex form, of confirmation available.
Those in the 'simple" form condition were told to check the anwers against

the simple answers and merely reed the o,her solved problems. Those in the

"complex" group were instructed to search through the solved problem to

determine if their own answerawere correct. There were no differences

found between the groups toe criterion test after learning.

Andersen, et al. (1970 used eeveral feedbao'k arrangements involving

a computer and a program, on hagnosing infarctic,n. In one

experiment, using several groups, they rreseb: toe correct response (1)

only after a correct response nad been e7i:te,d, ,.r, (:) only after a wrong

response had been emitted, or always, or (-) never, cr (5,) after a

correct response but :he S 'looped" back to the sa -e frame after the wrong

responses. Criterion test scores were highest fnr :he .(CA :eedba,k and

the looped groups. T,e only groun w:in signifl,:ntly lower :es: scores

was the no-feedback ;-,rcup. Cf in:erE, t core is i.e fact t..at no cignif:-

cant difference was fnund between the F:7_1

tne latter students ,.ncerwen: feedbeitk p

Furthernabre, tbere was :nese ;:at nctizned

as cerrecti..e feedbabk. :u; rece1ving errnrs

made no: perform signif: ''tr t'' :est :ban the

!.= tevcr -1g

was nct es:ablishEd. , 7-:r:e7 perfcr7e

ca-._ level as the oter
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In a second experiment by the same authors, the 0 and 100% groups
were again used. Various groups of Ss who always received KOR were
exposed to one of the following additional variations; S was forced to
repeat wrong frames until he made the cc:.rect response; after each of
four sections (about 25 frames) in th program S repeated any wrong frames
in the preceding section until he made a correct response; when he made an
error S saw the frame and KOR for 15 sec.; S was presented with frame and
answer but was instructed to respond before looking at KOR. (This last
group was similar to groups of students using programs outside of experi-
ments and without mechanical presentation devices in that "peeking" was
possible. Again, the 100% group proved to have undergone the most
effective procedure both in terms of reduced number of frame errors and
increased criterion scores. And again, nc difference in favor of the
more elabore :te feedback procedures was found in this study.

Xelaragno (1960) investigated negative feedback using a set of 50
multiple choice items for teaching the names, uses, and meanings of five
logic symbols. The material resem:oled programs of the day, having easy
small steps. A small group of junior college students acted as Ss.
Five ambiguous items with no correct answers were inserted to determine
the effect of negative reinforcement on post-test score. Xembers of all
groups were shown a green light after each response to an item fn the
program except for the five ambiguous ones. The green light indicated
that the previous response had been correct. (S received the green
light, "correct," signal even if he had made an error on the frame.)
Following responses to the ambiguous Grout I saw the green light
after each response to the ambiguous items, which indicated they were
correct. For this group the ambiguous items were spaced throughout the
secuence. Group II saw a red light indicating responses to the ambiguous
items were wrong, Again, the five items were interspersed throughout
the program. Group III also saw "incorrect" feedback lights cn the five
items which were in this case massed at the middle of the total set.

All groups were given a 45-question criterion test upon completion
of the learning sequence. Group III had lower post-test scores than the
othetr two groups. The author concluded that some spaced negative rein-
forcement does not impair learning, but the massed negative reinforcement
seems to.

Prompting and Cueing

In pursuit of the specific conditions onder which confirmation might
te reinfrcir,z the lite ra tore t7pti:ig was examined. 7"ne ctn!ectl:re

was one already repeatedly discussed in t~..15 paper: namely that the rein-
forcing function of KIR may C:E;.E.M:2 in good part *Jr-1n the orobability that
S emits a correct answer. Frames with a high degree of pzompting reduce
the chances that an erroneous response will occur end, therefore, confirma-
tion following such, frame_ should be minimally reinforcing.

CCU
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There is a large literature on prompting. versus confirmation, much
of it involving non-programmed materials (e.g., Cock 5 Spitzer, 1960).
A comprehensive review by Aiken and Lau (1967) examined three types of
learning: verbal learning, perceptual learning, and siKvIl monitoring.
The authors conclude response prompting is as effective as, or is more
effective than, response confirmation. (A possible exception, the
authors note, is discrimination :..arning.) While cautious in their
conclusions and extrapolations, toe authors stress that one should
neither ignore the potential importance of antecedent stimuli in con-
trolling behavior and effecting learning, nor subsume all consequent,
response contingent, events under the rubric 'reinforcer."

From the literature, two opposing suggestions concerning prompting
in programs emerge. The first is derived from paired associate learning
studies in which the superiority of prompting cvei confirmation seems to
have been established. Extrapolating to programd materials from such
data, one would recomnend heavily ojed frames. The second view (e.g.,
Margulies, 1968) suggests that over-prompting in a program, especially
one involving non-rote materials, may reduce the effectiveness cf
learning since it eliminates searching, problem solving and some of
the other (probably covert and assumed; behaviors that the programmer
intended his student to engage in.

There are about half a dozen studies on the issue of prompting
which do utilize prograb:med materials.

No Effect

Sillerran, et al.. (1961) used .=,1 teaching items on topics in logic
with 44 junior college students. A version of the program pre .dins
firration after each item was c.:ntrasted th :7e which presented the
same item...; cf information one at a time in state:-.Lnt form, and with one
which presented the same information in raragraoh form alicwing reviow.
Though the two "prompted" versions t20i, less tine to co7q-,lete than the
confirmation version, there were no -,:t-erences among on post-
test scores.

Herschberger (1965) used lessons resmbl:'ng 7rogra-.5 and studied
effect of typographical c.:eing learning. The essential maenial,
tested by the criterion test, was T,rompted by size of tyTe,
and color. 7bis tyTe of failed to. inerea,,e lea-ning
related stdy fcund that a circler f.r-.
lea: stents earn more of te c:re
content.

1-cme Effect

WittrocK an c,E3 wit:. It..

college student_ to teach :en dee:Then code::

study, zited earlier ln t T C:M7zi:-...EO :CE!',Mi:
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decoding rule wit:: each problem. L.onfir.:,.ation involvod 5 seeing tie

decoded sentence alter attempting to decode the problem sentence. Scores
on pest- tests, retention tests and transfer tests were hi..'hest when
prompts were given, about the same when prompts and KOR wen: given,
lower when KOR alone was given and lowest when neither KOS -.or prompts
were p vi&ad. The authors conclude that KOR is effective but only
when it is not redundant KOR plus prompts was no more effective
than prompts alone).

Anderson, et at. (1968) modified the Holl: .-Skinntr psychology
program. _or wit:. 108 high school teachers in an educational
psyo'r logy course. The first 1,052 frames were used, with one addi-
ticna_ ;rompt ad_ed to about ; of the frames of the "prompted" version.
Time _:omplet2 the program. and post -test scores were compared for the
prompted and a men-prompte: version. Ss in all zrcups could look at the
confirmation on tne :age containing the next frame. Ss in tha prom,pted
version took significantly :Less time pro_Joed lower test scores.
The authors suggest that there is a limit to the efficacy, of prompting,
that limit having been reacts:. this kind pr-gram.

Inc authors related _heir :endings to two c: bodies of research
on prompting; Cock's work referrd t: earlier and Holland's research
on "blatkout ratios" (Holland, 1:?65). They :repose that their findings
complement Eollactd's contention that the response in a program must be
contingent upon attention to re cal mat-rial the frame. Anderson
states: "learning is reduced the :rcmpts o of suer, a nature that
it is possible for th? student to respond correctly without attending to

cues ip. 93:."

a study : LeFu Sesser... &CES rot utilit-e

pr:a-.med material it seems relevant here. one authors utilized
rep- cart geometric tig...res te teach 31 young girls the concept
one most sides iS oerrect one." I'ne group. received

::nfir7.ation of correct Cr.;i.E5 (__tally, pressing a button) on accC-Itsf--
tizn trials. r.',_ the. grout, a lie:: go on it front of the correct
figre on the card (' :rem tins'; t:.en mace a choice. A third group
decide on which proce_ure, -' ins :r _enfirmation, t.-.e' would like to

follow trial. trials t: ,:rrorE, t:me,

Et:. 1 were faun.: am.. g ' -1- a-,--=q4'4-n. However, t. E free

-e group was s..:7erior on tj,e generalg izati7-n post-test and in :heir
veroalize a :en:cot. The :onfizma:;en crc_p did leas: well

:z is a, t: note that ,1) cn the average
t!".e free c.. cu7 r: ins procedure on about

o! trials an:: renwested pr:-pts
freerty as 7 : !-Ing a SElf.co7:trollEC-:

ir.. 1 7. : Z. rec a reocated suggestion
.ay ""--r-- as

in .-E
that t"!-A,

L tin
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importa,ace of feedback clearly depends upon the adequacy of prior
prompting. "'With a well-prompted program of the Skinner type, students
may frequently pay little attention to the confirmation/correction panel
since the program is sufficiently well cued so that they are generally
certain of the correctness of the response they 'c.ave made [Lumsdaine,
1961, p. 490]." He further suggests, specifically, that "at any point
during acquisition, the strength of unconditional cues or prompts
provided to the learner should satisfy the dual conditions of being:
(1) just sufficient to elicit the correct response, but (2) no stronger
than is recuired for this purpose 7._umsdaine, 1961, p. 4621."

The point which emerged early in the Taper seems to be strengthened
and clarified with each additional section: if Y_CR can function as a re-
inforcer at all it is likely to do so under special conditions which
involve low probabilit.: of correct response (or, conversely, high probaOility
of ern-,r), Lumsdaine seems to be suggesting that the progr=er produce
materials which are delicately designed to "'Kee.p the student on the edge",
barely cueing the correct answer.

Stulr.,nt ise of Yeedback

One of the cost obvious pays to discover t'-,e reinfr_cing
effect of KOR would tt to cake it a..a:lable to the learner and notice
wnether cr not he takes advantage of its availability. If a reinforcer
is defined as strengthening the response which precedes it, and if KOR
is indeed a reinforcer, then the res.,:onse of 7t.cdcing KGF. be at

high stren. Or as Anderson (1967) puts it: "1": an explicit observing
response' were required of students :7. order for the-. to receive KOR, then

the rate at which this cbseroihg response ocourred wc.,:ld be by cefrcition
the measure of strength of KCF. as a reinfot:er :p.

Yelching ._-.ear :n

17 enlisted Al: answers :,Ech ___:ter, ; the

progrer. which ....as then ,..d.7in:stered t: each .tuent. Ex

teri:-.enter, sitting cpp-s4',. c, Tr=vided feedbe:. ;r:ntel ans..er)

.:pea request fro:7 5 after r,:.sponse, The :earners re7,_:e,,t,:d

on stout one-t,uarter of the fra7s.s. :'cr:ent

57% to 6Z. rt,e first ccnol.us. _ 7-,;":.E. .*an

total use of the :..-p-,crt...;n-rties otain fInE-Shg

that Ss tended re:.-f.:Est feed:a core o'rten w.en were -.wrong

than when they had zorre..-.1.1y resp:hdeh:. ..cnts

defined by scores ch a c.eas..:re of "genera: 1 a.7-::-...tv)

requested fee:ba :a
They ads_ cafe a:: "...re.? ti -e s a. 7-..zhy errors t

A .eries of sta = e: u.. (1=,7)

Mel:hinges findihgs. 5E.Vera: E7.*:

students as 5E. T:t: t

taco containing t.e fra7e, or, :n =,-c .

we -,:et a Tiece Ia:c. :t



Geis & Chapman 23

(1) On the average students checked far less than 100% cf the ,,nswers,
(2) Students varied From ORE to another on the percent of answers they
ohecked.(unreported data indicate that each S is consistent in his
checking rate over a variety --)F programs), (3) Clear, significant and
positive correlations were ,AtaLned b:_weEn erroneous responding and
checking. Thus, though the -hecking rates differed widely from student
to student, with only a few exceptions, the probability of checking,
regardless of base race, is higher after a student has emitted an
erroneous response than when he has been correct.

Anderson's comment on Melthing's data holds for these findings as

well: ,..the only decent thing to do in the face of these data is to
question the assumption that KC?, is a reinforcer [Anderson, 1967,

p. 149]," Nevertheless, that broad statement seems to require an

amendment, ',:nder certain circumstances, namely after an error has
been committed, the proba)ility of observing behavior is raised and,
by Anderson's definition, the printed answer may be said to be reinforcing.
(Little attempt has been made in this paper to answer the question: 'What
is being reinforced by feedbacki Vnile the ill-defined tern 'learning"
intuitively seem like the proper and relevant answer, "the response just
previous to feedback" is less assailable. It is assumed that the
observing response is sorehc.... related to learning and cc continued
participation in the program, but the relationship is not clear.

Summary and Conclusions

knowledge of results is mhs: frequently cited as the reinforcer in
self-instr.;ctional systems, The printed answer in a programcmed text, for

example, is supposed to reinforce the response the student emits previous
to observing that answer. Some otner possible reinforcers were briefly
discussed in this paper before the literature cm K(I)R in self-instruction
*..:as selectively reviewed. The review was organized as a search for

evidence that might appropriately be calico a reinforcer. Studies

::hTaring programs with and without EE:'.'t'aCk were examined; the weight

of evidence from these global studies was that feedback did n-1 enhance
learning, as measured i7-:mediate rost-test scores or by retention

:ESLS. T-7. at least one case .here see-_E' to Le a decrement in performance

traceable to the prese:.tatirn of feed a:... 17:e recent and sothisticated

:i.e., Anderson, et al., 1971) dii scw clear for feed-

and thereby implied that K7l,. may a reinforcer.

:t.,.dies in which "Et}-.EL;IES reinforcement" were varied similarly
:ailE1 to show effects that would be expected if Y,:'F were acting as a

rein:or:Er. ,:oweer, high error scores the program are con-

sistently noted -..hen percent is reduoed.)

Cne ha'cr study involving :El.: of (i.e., Meyer, 1;.f1) did ._-

tie effect ex;ettei when delitry of a reinfor:er is dela.

.51E5 replioate t7.is

Fra:ns:: Cola y&Et, c. F.1. En: ',1ViC7 and Y.CF. regin to reveal

Er which !.7F seem_ to to acting as a reinforcer.
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A few studies scattered throughout the literature report on manipulation
of suOjeot and task variables and of kinds of feedback, The results of
these and the re,.lts of studies in prompting vs confirmation and student-
controlled feedback suggest, each in a different way, that ::0k may well
he a reinforcer when uncertainty, or confidence, or probability of
emitting an incorrect response is high,

It is clear that the printed answer (or its analog in other nudia)
is not globally and automatically a reinforcer. The review provides
the springboard from which ,:ne might lump into broader questions such
as how, when, and why information on one's own performance in a learning
situation becoies reinforcing.

Footnotes

Preparation of this paper was supported in part pursuant to
Contract DEC-,0-9-Ci977Z.C-3-'43(G14.) with the S. Department of Health,
Education, and Welfare, Office cE Education, under the provisions of
P.L. 83-5_51, Cooperative Researpbl, and the pr.:visions of VI,

53.5-HL., as a7en,:ed. This pater has been accepted for publioa-
tl:n in te Educatinal Technology Sc-,;rnal.

ceis is at the Centre to Learning and :evelcpmen_,
Y.c(-,111 1:ni.:ersity. hr. is at t.e. Center :or Frogra-7eC
'.earning for :-.:siness, The l'niversity of Xiobigan.
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